
 
 

 
 

FORECASTING CONSUMER PRICE INDEX EXPENDITURE INFLATION FOR 
FOOD INGREDIENTS USING SINGULAR SPECTRUM ANALYSIS 

 
Nur Aziza Sahabuddin1)  

Aswi Aswi2) 

Muhammad Fahmuddin Sudding3) 

Asrirawan4) 
1,2,3)Statistics Study Program, Faculty of Mathematics and Natural Sciences, Universitas Negeri 

Makassar, Makassar, Indonesia 
4)Statistics Study Program, Faculty of Mathematics and Natural Sciences, Universitas Sulawesi 

Barat, Majene, Indonesia 
E-mail: aswi@unm.ac.id 

 
ABSTRACT 

 
Inflation is an economic problem that significantly impacts the macro economy and people's real income if 
it occurs continuously. South Sulawesi Province often experienced significant inflation fluctuations during 
2005-2019. In 2015, inflation in South Sulawesi reached 3.32%, ranking the highest in Eastern Indonesia. 
Ten food ingredients played an essential role in influencing inflation that year. However, until now, research 
on forecasting Consumer Price Index expenditure inflation for food ingredients in South Sulawesi using the 
Singular Spectrum Analysis method has never been carried out. The novelty in this research lies in using 
the Singular Spectrum Analysis method, which provides a new contribution to forecasting inflation trends in 
South Sulawesi and deepens understanding of regional inflation problems. This research aims to forecast 
consumer price index expenditure inflation for food ingredients in South Sulawesi using the Singular 
Spectrum Analysis method. This research used CPI expenditure inflation data for food ingredients from the 
official website of the Central Statistics Agency of South Sulawesi for the monthly period from January 2014 
- June 2022. The forecasting results show that the lowest inflation rate is predicted to occur in December 
2022 at -0,12%, while the highest level is expected to be reached in May 2023 at 0.43%. Furthermore, the 
mean absolute percentage error value of 3.54% indicates that the forecasting model has a very good level 
of accuracy. The results of this forecasting have the potential to be used by economic policymakers in South 
Sulawesi in designing more effective policies to overcome the problem of inflation, especially in the food 
ingredients and its impact on society. The practical implications of this research can help improve regional 
economic stability and community welfare. 

 

Keywords: Inflation, singular spectrum analysis, south sulawesi, consumer price index. 

 

INTRODUCTION 
Time series analysis is data analysis related to time taken at fixed intervals. This analysis 

aims to find data patterns that can be extrapolated to predict the future (Guo et al., 2020; Robial, 
2018; Turri et al., 2022). Time series data patterns can be horizontal, seasonal, trend, or cyclical.  

One method for forecasting seasonal data is Singular Spectrum Analysis (SSA), a powerful 
part of time series analysis. According to Al'afi et al. (2020), seasonal time series data uses the 
spectral analysis method or spectrum analysis Schuster introduced in the 19th century. This 
method is implemented in several fields, such as meteorology, oceanography, and astronomy. 
According to Kalteh (2017) and Lubis et al. (2017), SSA is more flexible because it implements a 
nonparametric approach that does not require assumptions such as normally distributed or 
independent residuals. SSA has two forecasting methods: recurrent and vector (Sitohang & 
Darmawan, 2018). In addition, the SSA method can be used for stationary and non-stationary data. 
The best model is selected based on the smallest Mean Absolute Percentage Error (MAPE) value. 
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MAPE is used as a basis for model selection because it is expressed in easy-to-interpret 
percentage form. MAPE can help in comparing error rates relative to predicted values. In addition, 
MAPE is more robust to the influence of outliers than other absolute error measures such as Mean 
Absolute Error (MAE).Inflation is defined as price changes characterized by increased prices of 
several goods or services households use (Batley & Dekker, 2019; Khatimi & Alkaff, 2017). Inflation 
occurs when the prices of most goods or services increase and continue to grow. The calculation 
of price increases and developments is called the Consumer Price Index (CPI). The percentage 
increase in CPI is inflation (Endrayani & Dewi, 2016). Inflation still occurs frequently and is still the 
focus of current government problems in Indonesia. South Sulawesi Province is rich in food 
ingredients and is one of the primary sources of food ingredients in Indonesia. Rice is one of the 
contributors to inflation in South Sulawesi over an annual period.  

Research related to CPI forecasting in South Sulawesi using SSA has been carried out. 
Satriani and Ibnas (2020) state that the CPI in South Sulawesi (January 2020 – December 2020) 
experiences an increase with a MAPE value of 1.32%. However, this research only focuses on the 
CPI in general. Research on forecasting CPI expenditure inflation on food ingredients in South 
Sulawesi using the SSA method has not been conducted. South Sulawesi is an economic pioneer 
with the largest and most important supplier of food ingredients in eastern Indonesia (Jam'an et al., 
2018). However, the high demand from people inside and outside South Sulawesi and even abroad, 
the amount of money in circulation, rising production costs, and foreign factors can cause inflation. 
Therefore, time series analysis is suitable to see the pattern of development and increase in CPI 
expenditure inflation in the food ingredients in South Sulawesi. The results can be an initial 
reference in controlling inflation, especially through government policy and determining the inflation 
rate target desired by the government. This research aims to obtain forecasting results and 
accuracy values for forecasting CPI expenditure inflation in the food ingredients in South Sulawesi 
using the SSA method. 

 

METHOD 
This research used data on CPI expenditure inflation for food ingredients from the official 

website of the Central Statistics Agency of South Sulawesi (https://sulsel.bps.go.id/). The monthly 
data was taken from January 2014 to June 2022, so 102 time series observations were used. The 
variable used was the CPI expenditure inflation value of food ingredients in South Sulawesi. CPI is 
an index that calculates changes in the periodic average price of a set of foods consumed by 
residents or households during a specific period. 

 
Research Procedure 

The procedure in this research consisted of several stages. The first was to collect data 
sources and information for research, such as basic information related to data on CPI food 
ingredients and SSA methods. Data completeness was also checked at this stage, remembering 
that the time series had to be complete before being analyzed using the SSA forecasting technique. 
The available data was then analyzed descriptively through time series plots and descriptive 
statistics to obtain initial information regarding the CPI time series data pattern. This analysis was 
very useful for determining further analysis using the SSA method. Next, the CPI data was applied 
to the SSA forecasting technique using the R library (Rssa) program. The results of the previous 
steps were then interpreted especially the forecast values. 

 

Data Analysis Technique 

The data analysis technique consisted of several stages: (1) Input data into R software; (2) 
Carry out two stages of decomposition: Embedding and forming a Singular Value Decomposition 
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(SVD); (3) Carry out two stages of reconstruction: grouping and diagonal averaging; (4) Forecast 
using the SSA method; and (5) Conclude. The following is a detailed explanation of the data 
analysis stages. 

 

Singular Spectrum Analysis (SSA) 
According to Lubis et al. (2017), SSA is more flexible because it implements a nonparametric 

approach that does not require assumptions such as normally distributed or independent residuals. 
The SSA method can combine classical time series, multivariate statistics, multivariate geometry, 
dynamic systems, and signal processing (Sakinah, 2019). In addition, the SSA method can be used 
for stationary and non-stationary data. SSA uses trial and error, which means trying various values 

or sizes of Window Length (L) within a specified range of 2 < 𝐿 <
𝑁

2
. The best model is selected 

based on the smallest MAPE value. Darmawan (2016) states that the SSA method decomposes 
the original time series data into several small parts grouped into trend, seasonal, and noise 
components. The following explains decomposition and reconstruction as stages of this method. 
 
1. Decomposition 
Decomposition has two stages: Embedding and SVD. Window Length (L) is an essential parameter 
in the decomposition stage (Darmawan, 2016).  
 
a) Embedding 
The first step in decomposition is embedding. Embedding is the stage where the initial time series 
data is converted into a trajectory matrix (Tx). Yundari (2019) states that the results of the 
embedding that forms the trajectory matrix are in the form of a Hankel matrix. The Hankel matrix 
has the characteristic that the slope of the diagonal is constant from left to right. According to Asrof 
(2017), the Window Length (L) value is determined first before entering the SSA stage. The 
trajectory matrix has 𝐿 × 𝐾 dimension. The L value is determined by checking through trial and 

error with the specified range of 2 < 𝐿 <
𝑁

2
. Meanwhile, according to Sumarjaya et al. (2020), the 

equation of K is K = N – L + 1. The trajectory matrix can be written in equation (1).  
 

Tx=(Ti,j )LxK  = [

x1 x2

x2 x3

…

…
xK

xK+1

⋮     ⋮ ⋱ ⋮
xL xL+1 ⋯ xN

]5 (1) 

 
b) Singular Value Decomposition (SVD) 
Darmawan (2016) suggests that SVD is the second step in decomposition. The SVD application is 
similar to the principal component analysis method by reducing data components and dimensions. 
The result of the SVD is a singular value in the form of an eigenvalue, eigenvector, and principal 
component or eigentriple of the path matrix. SVD begins with determining the eigenvalue 
(λ1,λ2,…,λL) of matrix S, as in equation (2). 
 

S= TxTx
T
  (2) 

 
The SVD of the trajectory matrix is written as Txp = Tx1 + Tx2 + … + Txd, which is given in equation 
(3).  
 

Txp = Tx1 + Tx2 + … + Txd 
   (3) 
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Txp = U1√λ1V1
T
+U2√λ2V2

T
+…+Ud√λdVd

T
 

Txp = ∑ Ui√λiVi
Td

i=1   

 
where, 
 

Ui = Eigenvector 

√λ1 = Singular Value 

Vi
T = Principal Component 

 
2. Reconstruction 
The reconstruction stage has two steps: grouping and diagonal averaging. The grouping effect 
becomes a parameter at the reconstruction stage. The reconstruction results bring the forecasting 
results closer to the actual data. After using the L benchmark to decompose the SVD results, it will 
give a new initial series that has been carefully sorted (Ischak et al., 2018). 
 
a) Grouping 
According to Darmawan (2016), the eigenvector is the basis for grouping. The trajectory matrix with 
𝐿 × 𝐾 size from decomposition results will be grouped into trend, seasonal, and noise. Trend 
grouping is based on all the varying components that form the trend on the graph. If there are two 
eigentriples (eigenvector, singular value, and principal component) that are similar on the graph 
and are next to each other, then the eigentriples are grouped in the seasonal data pattern. The 
rest, for eigenvectors with random graphs and no similarity to other graphs, are grouped into noise 
data patterns (Angelaus, 2017). 
 
b) Diagonal Averaging  
Transforming the grouping results into a new series form according to the amount of data (N) is a 
form of stage in diagonal averaging. Obtaining the singular value of the separated components is 
the goal at this stage, which can be used for forecasting. A matrix F is produced at this stage, as in 
equation (4). 
 

F= [

f11 f21

f12 f22

…
…

fK
fK+1

⋮     ⋮ ⋮ ⋮
fL fL+1 ⋯ fN

] (4) 

 
Diagonal averaging is formulated in equation (5). 
 

g
k
=

{
 
 
 

 
 
 

1

k
∑ fm,k-m-1

*
k

m=1
untuk 1≤k<L

*

1

L
*
-1
∑ fm,k-m+1

*
L

*
-1

m=1
untuk L

*
≤k<K

*
+1

1

N-k+1
∑ fm,k-m+1

*
N-K

*
+1

m=k-K+1
untuk K

*
+1≤k≤N

 (5) 

 

With L
*
= min (L, K) and K

*
= max (L, K) 
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Singular Spectrum Analysis (SSA) Forecasting 
Some forecasting methods in SSA are recurrent and vector. A method that is relatively easy 

and often applied is the recurrent method by Golyandina and Korobeynikov (2014), which refers to 
the "Linear Recurrent Formula (LRF) in polynomial form" as in Equation 6.  

 

xi+d=∑ rkxi+d-k

d

k=1
 untuk, 1≤i≤N-d (6) 

 
Meanwhile, the SSA model to obtain estimated values can be written as in Equation 7 (Yundari, 
2019): 
 

ŷ
i
=ŷ

i

T
+ŷ

i

S
, for 1=0, 1, 2, 3,…,n (7) 

 
where, 
 

ŷ
i
= forecasting assumption 

ŷ
i

T
= Trend assumption 

ŷ
i

S
= Seasonal assumption 

 
The recurrent forecasting method is used. At this stage, diagonal averaging is used to obtain 

reconstruction and continuation using the Linear Recurrence Formula (LRF). 
 
Mean Absolute Percentage Error (MAPE) 

The prediction model's accuracy level can be obtained by comparing the predicted value with 
the actual value (initial data). The level of forecast accuracy is based on (MAPE) values. The lower 
the MAPE value, the more accurate the model is in predictions. The MAPE formula is given in 
Equation 8. 
 

MAPE =  

∑ |(
Xi-Fi

Xi
)×100%|

N

i=1

N
 

(8) 

  
where,  

Xi = actual data value  
Fi = forecasting data value 
N = quantity of data 
 

RESULT AND DISCUSSION 
Descriptive Analysis 

A time series plot of CPI expenditure inflation data for food ingredients in South Sulawesi is 
presented in Figure 1. 
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Figure 1. Plot of CPI Expenditure Inflation Data of Food Ingredients Groups in South Sulawesi in 
January 2014 – June 2022 

 
From Figure 1, CPI expenditure inflation for food ingredients in South Sulawesi has fluctuated 

occasionally. There was an increase in inflation in December 2014, with a value of 5.15, and 
deflation in September 2018, with a value of -3.07. Analysis of the description of CPI expenditure 
inflation for food ingredients in South Sulawesi is presented in Table 1. 

 
Table 1. Descriptive Analysis of CPI expenditure inflation for food ingredients in South 

Sulawesi 

Variable Min Max Mean Standard Deviation 

CPI expenditure inflation 
for food ingredients 

-3,07 5,15 0,49 1,32 

 

From January 2014 to June 2022, the average inflation value was 0.49, and the standard 
deviation was 1.32. The lowest inflation value or deflation was -3.07 in September 2018, and the 
highest in December 2014 was 5.15. 

 

Singular Spectrum Analysis of CPI Expenditure Inflation for the Food Ingredient Group in 

South Sulawesi 

1. Decomposition 
Embedding and Singular Value Decomposition (SVD) are two stages in decomposition, which 
can be explained as follows: 
 
a) Embedding 
The results of the embedding that forms the trajectory matrix are in the form of a Hankel matrix. 
102 time series observations were used, so the L value is within a specified range of 2 < L < 51 (L 
value is in the range 3 – 50). Several L values were selected using trial and error with the following 
results: L=10 with MAPE 3.81; L=20 with MAPE 9.74; L=30 with MAPE 9.24; L=40 with MAPE 4.46; 
and L=50 with MAPE 4.78. Based on several L values tried, the value L=12 has the smallest MAPE 
value. For a value of L = 12, dimension K = (102 - L) +1 = 91 with a path matrix based on equation 
(1). 
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Tx=Ti,j(12x91) = [

5,15 1,46

2,98 5,15

…
…

0,21

0,19
⋮     ⋮ ⋱ ⋮

4,07 -0,11 ⋯ 0,01

] 

 
b) Singular Value Decomposition (SVD) 
The first step before getting the SVD value is to form a new matrix (Si,j) according to equation (2). 
 

Si,j(12x12) =

[
 
 
 
 
165,21 57,66 -7,64

57,66 174,05 58,99

-7,64 58,99 174,23

⋯ 61,88

⋯ 27,90

⋯ -19,31
⋮ ⋮ ⋮

61,88 27,90 -19,31

⋮ ⋮
⋯ 198,71]

 
 
 
 

 

 
The next step is to create an SVD from the trajectory matrix. The SVD process will produce results 
in 12 eigentriples consisting of eigenvector, singular value, and principal component, respectively, 
in Table 2, 3, and 4. 
 

Table 2. Eigenvector 
 

 

 
 
 
 
 
 
 
 
 
 
 

 
Table 3. Singular Value 

 

 

 

 
 
 
 
 
 
 
 
 

 U1 U2 … U12 

1 -0,45 0,11 … -0,01 
2 -0,14 0,40 … -0,04 
3 0,23 0,26 … 0,12 

4 0,28 -0,16 … -0,26 

5 -0,02 -0,42 … 0,41 

6 -0,39 -0,22 … -0,44 

7 -0,40 0,22 … 0,19 

8 
9 
10 
11 

-0,24 
0,29 
0,21 
-0,15 

0,41 
0,15 
-0,26 
-0,40 

… 
… 
… 
… 

0,11 
-0,34 
0,43 
-0,35 

12 -0,39 -0,12 … 0,25 

i 𝝀1 √𝝀1 

1 21,09 4,59 
2 20,21 4,49 
3 19,02 4,36 

4 11,85 3,44 

5 11,67 3,41 

6 11,06 3,32 

7 10,46 3,23 

8 9,72 3,11 

9 9,30 3,04 

10 9,23 3,03 

11 8,44 2,90 

12 8,30 2,88 
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Table 4. Principal Component 
 

 

 

 

 
 
 
 
 
 
 
 
 
2. Reconstruction 
Grouping and diagonal averaging are two stages of reconstruction. 
 
a) Grouping  
Eigentriple grouping at the SVD stage is the initial stage of grouping. Eigentriples with similar 
characteristics will be grouped into the same group or component. Grouping is carried out through 
analysis of the graph formed, which gives rise to an eigenvector graph, as in Figure 2. 
 

 

 V1 V2 … V12 

1 -0,25 -0,02 … -0,01 
2 -0,08 -0,16 … -0,11 
3 0,08 -0,12 … 0,16 
4 0,10 0,05 … -0,13 
5 0,01 0,19 … 0,04 
6 -0,19 0,11 … 0,03 
7 -0,23 -0,11 … -0,08 
8 -0,02 -0,21 … 0,07 
9 0,11 -0,09 … 0,02 

10 0,07 0,10 … -0,01 
11 -0,06 0,17 … -0,05 
⋮ ⋮ ⋮ ⋮ ⋮ 

91 0,01 -0,03 … 0,11 
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Figure 2. Eigenvector 
 

The results are grouped into trend, seasonal, and noise. Based on Figure 2, eigenvector 3 
forms a trend data pattern whose graph pattern continues to fall, as in Figure 3. 
 
 

 

 

 

 

 
 

Figure 3. Trend 
 

Eigenvectors 4, 5, 6, 7, 11, and 12 form graphic data patterns with similar graphs and are 
next to each other, so they are grouped into seasonal data patterns. 
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Figure 4. Seasonal 

 
The rest, for eigenvectors with random graphs and no similarities with other graphs, are 

grouped into noise data patterns, as in Figure 5. 
 

 
 

Figure 5. Noise 
 

b) Diagonal Averaging  
This stage produces a grouping that will be transformed into a new form. This stage produces 
components from the data. At this stage, obtaining singular values from the separated components 
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and using them in forecasting is the goal. Diagonal averaging is obtained by calculation using 
equation (5), and the results are shown in Table 3. 
 

Table 3. Diagonal Averaging Results 

Nth Time 
Reconstruction Diagonal 

Averaging Trend Seasonal 

1 0,59 1,22 1,81 

2 0,71 -1,27 -0,56 

3 0,92 -0,15 0,77 

4 1,08 0,92 2,00 

5 1,08 -2,37 -1,29 

⋮ ⋮ ⋮ ⋮ 

102 0,16 0,38 0,54 

 
The next step is to forecast from a series of models formed by solving the time series data 

above using the recurrent forecasting method in SSA. 
 
Singular Spectrum Analysis (SSA) Forecasting 

In the final stage, SSA forecasting uses the recurrent method (R-forecasting). Forecasting is 
carried out for the subsequent 12 periods using equation (6). 

 
Table 6. Results of Inflation Forecasting for Food Ingredients in South Sulawesi 

Month 
Forecast 

Inflation Forecasting for Food 
Ingredients in South Sulawesi 

Trend Component 
Seasonal 

Component 

July 22 0,23 0,00 0,23 
Aug 22 0,22 -0,08 0,14 
Sep 22 0,22 -0,13 0,09 
Oct 22 0,21 -0,37 -0,16 
Nov 22 0,20 -0,11 0,09 
Dec 22 0,19 -0,31 -0,12 
Jan 23 0,18 -0,12 0,06 
Feb 23 0,18 0,09 0,27 
Mar 23 0,18 -0,04 0,14 
Apr 23 0,17 0,24 0,41 
May 23 0,16 0,27 0,43 
Jun 23 0,16 0,15 0,31 
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Figure 6. Comparison of Forecast and Actual Data 
 

Figure 6 shows a forecast results graph, almost the same as the actual data graph. So, the 
magnitude of the error in forecasting is 3.54%, calculated using MAPE. 

SSA is applied in various fields, such as medical engineering, hydrology, and economics 
(Wan et al., 2022). Forecasting consumer price index expenditure inflation in the food ingredients 
in South Sulawesi Province has been carried out using the SSA method. SSA has two forecasting 
methods: recurrent (R-forecasting) and vector (V-forecasting). The recurrent method is the basic 
method that is often used because it is relatively easier (Sitohang & Darmawan, 2018). The vector 
method is a modification of the recurrent method. The difference between R-forecasting and V-
forecasting is that R-forecasting carries out direct continuation with the help of the Linear Recurrent 
Formula (LRF), while V-forecasting is related to L-continuation. This usually causes the 
approximate continuation to give different results (Jatmiko et al., 2017). This research uses a 
recurrent method (R-forecasting). The research results show that the forecasting model produced 
using the SSA method has a very good level of accuracy, as seen from the mean absolute 
percentage error value of 3.54%.  

Some advantages of the Consumer Price Index expenditure inflation forecasting technique 
using the SSA method are that the SSA method is a robust time series analysis and forecasting 
tool (Golyandina & Korobeynikov, 2014). SSA allows the separation of inflation data into major 
components, such as trend, seasonal, and cyclical components. This helps to understand 
underlying inflation patterns and behaviour, which can help make more accurate forecasts. Inflation 
often has a seasonal component related to price changes at certain times of the year. The SSA 
method can help identify and model these seasonal components effectively (Wan et al., 2022). 

The weakness of this research is that it only applies the recurrent method (R-forecasting) of 
the two forecasting methods in SSA, which can influence the forecasting results. Therefore, it is 
hoped that future research can use both forecasting methods in SSA and compare them. 

 

CONCLUSION 

From the results of forecasting using the SSA method on CPI expenditure inflation data for 
the food ingredients in South Sulawesi, the lowest inflation rate is predicted to occur in December 
2022 at -0,12%, while the highest level is expected to be reached in May 2023 at 0.43%. The 
criteria for the model's goodness are based on the MAPE value. The MAPE value obtained is 
3.54%, so the forecasting using the SSA method on CPI expenditure inflation for food ingredients 
in South Sulawesi has very good model accuracy. The results of this forecasting have the potential 
to be used by economic policymakers in South Sulawesi in designing more effective policies to 
overcome the problem of inflation, especially in the food ingredients, and its impact on society. The 
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practical implications of this research can help improve regional economic stability and community 
welfare. 
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